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ABSTRACT 
 
Blockchain-based cryptocurrency has attracted the immersive attention of individuals and 
businesses. With distributed ledger technology (DLT) consisting of growing list of record blocks 
and securely linked together using cryptography, each block contains a cryptographic hash of 
the previous block, a timestamp, and transaction data. The timestamp proves that the transaction 
data existed when the block was created. Since each block contains information about the block 
previous to it, they effectively form a chain, with each additional block linking to the ones before 
it. Consequently, blockchain transactions are irreversible in that, once they are recorded, the 
data in any given block cannot be altered retroactively without altering all subsequent blocks. 
The blockchain-based technologies have been emerging with a fleet speed. In this paper, the 
trustworthy Artificial Intelligence will be explored for blockchain-based cryptocurrency where 
the prohibitive price leap creates a challenge for financial analysis and prediction.  
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1. TRUSTWORTHY ARTIFICIAL INTELLIGENCE 
 
The flotilla development of Artificial Intelligence (AI) technology has enabled 
numerous applications in the world, including AI in astronomy, AI in healthcare, AI in 
gaming, AI in data security, AI in social media, AI in travel and transportation, AI in 
automotive industry, etc. [1, 2] However, many AI systems are vulnerable to 
indiscernible attacks which degrade people's trust in AI systems [3, 4]. One inspiring 
question is what does it mean to be trustworthy?   
 
In April 2019, the European Commission’s High-Level Expert Group on Artificial 
Intelligence (AI HLEG) published Ethics Guidelines for Trustworthy AI, stating that 
human beings will be able to confidently and fully reap the benefits of AI only if they 
have trust in it [5, 6]. There are three aspects to enforce the trustworthy AI: 1) robust 
and reliable technology to avoid unintentional damage due to lack of technological 
mastery; and 2) behave ethically and morally; 3) human in the loop. Four principles 
including human autonomy, prevention of harm, fairness, and explicability were set.  
 
One definition is that to be trustworthy, an AI system should operate competently, 
behave ethically and morally, and interact appropriately with humans. Is this sufficient?  
Based on the definition provided by the Merriam-Webster dictionary, it says that firm 
belief in the character, strength, or truth of someone or something. Can we have a firm 
belief for an AI system?   
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Holton [7] stated that in order to trust one need not believe. He used an example of a 
shopkeeper who decides to trust his employee, although the latter has been convicted of 
petty theft. Holton argued that the shopkeeper can decide to trust the man without 
believing that he will not steal. He may trust him because he wants to give him moral 
support, a new chance to earn trust. This sort of trust has been called “therapeutic trust”. 
However, contrary to Holton, I think that a firm belief must be implemented to be 
trustworthy.  
 
Carsel [8] proposed a social-cognitive theory of trust which states that, in social 
contexts, trust is a fundamental element of relationships. Without trust, people may not 
be able to pursue valued interdependent goals [9] and meet relationship satisfaction 
[10]. To understand trust formally, a coherent theoretical framework is needed [11,12]. 
The question that typically guides psychological research and theory in trust is “Does 
Human A trust AI B?” An important implication is that current paradigms overlook the 
possibility that Human A might trust AI B differently across various contexts. For 
example, imagine AI B achieved a great job for Human A in Task X, Human A may 
trust AI in the context of Task X.  However, AI performs poorly in Task Y due to data 
adversarial attacks. Consequently, Human A may not trust AI B in Task Y. Such 
possibilities raise the challenges to scientific community. One of important focus in 
trust community is to predict whether or not Person (Human) A will trust Person (AI) B, 
such as generalized anxiety [13], attachment style [14], and group membership [15]. 
However, such an analysis does not consider the social contexts and can only examine 
average levels of trust between people (human and AI). 
 
By being able to identify when, why, and how human come to trust AI in context, 
practitioners need to implement policies that facilitate trust between human and AI on 
how to regain trust that was lost in their relationship or identify levels of (dis)trust in 
specific contexts that facilitate maladaptive behaviour within those contexts. An 
alternative question that draws attention to the potential variability in trust between 
human and AI across contexts is “When does Human A trust AI B?”  
 
When discussing the trust between humans, researchers link the concept of risk [16, 17], 
ranging from situating trust as simply a subset of risk to locating risk as an antecedent to 
trust, or the current risks to the individual do indeed affect the individual’s trust in 
others in a trust game. In the person to person trust, the risks to the trustor are not 
constant across contexts, even if they are similar to past interactions between the trustor 
and trustee, we should expect interpersonal trust to calibrate to the specific demands of 
the interaction.  How about the trust situation between human and AI?  
 
Instead of examining whether and to what degree an individual trusts others, the focus 
should be on the potentially varying levels of trust across the various contours within 
human and AI’s relationships. In other words, the motivating question becomes 
“Human A trusts AI B for what?” 
A careful reading of “trust” indicates that we often say “trust” when people share a goal. 
I think that we should propose a novel theoretical orientation to trust between human 
and AI and formulate a contextual theory of trust using a new theoretical lens. 
Following this idea, I will apply the trustworthy AI in the blockchain-based 
cryptocurrency systems.  
 

2. BLOCKCHAIN-BASED CRYPTOCURRENCY 
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A blockchain is a distributed ledger technology (DLT) that consists of growing list of 
records, called blocks, that are securely linked together using cryptography [18, 19, 20]. 
Each block contains a cryptographic hash of the previous block, a timestamp, and 
transaction data (generally represented as a Merkle tree, where data nodes are 
represented by leafs). The timestamp proves that the transaction data existed when the 
block was created. Since each block contains information about the block before it, they 
effectively form a chain (compare linked list data structure), with each additional block 
linking to the ones before it. Consequently, blockchain transactions are irreversible in 
that, once they are recorded, the data in any given block cannot be altered retroactively 
without altering all subsequent blocks. 
 
Cryptographer David Chaum first proposed a blockchain-like protocol in his 1982 
dissertation [21] "Computer Systems Established, Maintained, and Trusted by Mutually 
Suspicious Groups." Further work on a cryptographically secured chain of blocks was 
described in 1991 by Stuart Haber and W. Scott Stornetta [22, 23]. A blockchain was 
created by a person (or group of people) using the name (or pseudonym) Satoshi 
Nakamoto in 2008 [24] to serve as the public distributed ledger for bitcoin 
cryptocurrency transactions, based on previous work by Stuart Haber, W. Scott 
Stornetta, and Dave Bayer [22, 23] The identity of Satoshi Nakamoto remains unknown 
to date. The implementation of the blockchain within bitcoin made it the first digital 
currency to solve the double-spending problem without the need of a trusted authority 
or central server. The bitcoin design has inspired other applications and blockchains that 
are readable by the public and are widely used by cryptocurrencies. The blockchain may 
be considered a type of payment rail [25, 26, 27]. 
 
The Bitcoin protocol is the consensus mechanism that allows users to send and receive a 
digital like currency called Bitcoin. Because the transfer of Bitcoin requires intensive 
use of cryptography, Bitcoin is referred to as a cryptocurrency. Just in this year, Bitcoin 
price rose to near $65k, then fell $29k the next. The current price as of today is $19,000. 
Additionally, the volatility of Bitcoin and other cryptocurrency is highly compared to 
traditional stock and indexes. Normal stock prediction is a non-trivial task, but to add 
extreme volatility and parameters that are internal only to Blockchain, a question of 
whether an AI algorithm such as a Deep Neural Network (DNN) can learn the 
behaviour of Bitcoin is a scorching topic in Cryptocurrency. Previous studies have 
shown a deep neural network is no better than traditional statistical methods [28, 29, 
30]. 
 

3. CRYPTOCURRENCY PREDICTION 
 
Stock trend prediction is challenging because there are many factors can influence the 
price [33]. The factors may be internal or external (or both) events to the given 
company. The events may not visible before it occurs. The problem of predicting 
Bitcoin prices is even more challenging in that Bitcoin prices may not adhere to outside 
business influence and government, but only on limit of coins [34, 35]. With increasing 
business using cryptocurrency, the United States Exchange Commission (USEC) has 
enforced rules to regulate cryptocurrency. To predict cryptocurrency prices, linear 
regression, support vector machine, logistic regression, and time series analysis have 
been used [36, 37, 38]. Among them, linear regression provides decent results. In this 
study, I would like to use deep neural network learning.   
 

4. DATA DESCRIPTION 
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The data are obtained via blockchain.com (https://www.blockchain.com/charts) for 
blockchain data, bitcoinnity.org (https://data.bitcoinity.org/markets/price) for bitcoin 
data, and Yahoo Finance (www.yahoofinance.com) for indexes data. The datasets are 
collected in CSV format. The data range from September 2011 to September 2022.  
 
5. ALGORITHIMC AND EXPERIMENTAL 

IMPLEMENTATION  

In these experiments, I used the Scikit Learn Library and trained different neural 
network models on the datasets, including 1-hidden, 2 hidden, and 3-hidden layer 
deep neural network (DNN) models.  I used 80% of the dataset was used for training 
and 20% used for testing. The DNN models are trained through a 10-fold cross-
validation and 100 epochs. As discussed in class 10-fold cross validation and a high 
epoch were important to implement to ensure the consistency and validity of the 
results. I then calculated the RMSE (Root-mean-square deviation) and MAPE (Mean 
absolute percentage error) 

                             

 
 
 
6. CONCLUSION 
    Trustworthy AI becomes increasingly critical for the current world 
applications. The scientific community should explore further about the 
fundamental concepts on trustworthy AI in various social contexts. This paper 
explores trustworthy AI for blockchain-based cryptocurrency where the prohibitive 
price leap creates a challenge financial analysis and prediction. Blockchain is an 
emerging technology which promises security and true decentralization with 
cryptocurrency being the first widely used application. In this paper, I used deep neural 
networks trained with blockchain and macroeconomic variables which provides stronger 
predicting power than linear regression. In the future, I would like to see how a DNN 
model would predict Bitcoin price with its current    trend. Another idea I plan to explore 
is to model other cryptocurrencies such as Ethereum or Dogecoin. As each blockchain 
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has unique parameters that could affect the coin prices differently. Such studies would 
contribute sanguinely to the blockchain and cryptocurrency resources. 
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